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In this paper, we propose a system that stems from the integration of an autonomous mobile robot
with an [oT-based monitoring system to provide monitoring, assistance, and stimulation to older adults
living alone in their own houses. The creation of an Internet of Robotics Things (IoRT) based on
the interplay between pervasive smart objects and autonomous robotic systems is claimed to enable
the creation of innovative services conceived for assisting the final user, especially in elderly care.
Keywords: The synergy between IoT and a Socially Assistive Robot (SAR) was conceived to offer robustness,
Socially assistive robots reconfiguration, heterogeneity, and scalability, by bringing a strong added value to both the current SAR
loT and IoT technologies. First, we propose a method to achieve the synergy and integration between the
Internet of robotic things IoT system and the robot; then, we show how our method increases the performance and effectiveness
of both to provide long-term support to the older adults. To do so, we present a case-study, where
we focus on the detection of signs of the frailty syndrome, a set of vulnerabilities typically conveyed
by a cognitive and physical decline in older people that concur in amplifying the risks of major
diseases hindering the capabilities of independent living. Experimental evaluation is performed in
both controlled settings and in a long-term real-world pilot study with 9 older adults in their own
apartments, where the system was deployed autonomously for, on average, 12 weeks.

© 2022 Elsevier B.V. All rights reserved.

1. Introduction of Ambient Assisted Living (AAL), the use of information and

communication technologies (ICT) for monitoring, stimulating,

Demographic changes in industrialized countries include in-
creased life expectancy and reduced birth rate, leading to the
ageing of the population [1]. This trend brings many challenges to
society that remarkably impact on the healthcare and social sys-
tems. In such a scenario, innovative and cost-effective solutions
are required to reform the delivery of care to the elderly [2].

For this reason, in recent years, a variety of assistive solu-
tions have been developed to prolong and sustain independent
living of the elderly. This is done especially by deploying re-
mote health-monitoring functionalities in the elders’ comfortable
home environment, rather than in a more controlled, but also
more expensive and often overpopulated setting, as the one of
care homes. A variety of these solutions fall under the umbrella
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preventing, curing, and, overall, improving wellness and health
conditions of older adults and patients with special needs [3].
The main goal of AAL is to preserve the independence of these
people and, as a consequence, to increase safety in their home en-
vironment through technologies such as Socially Assistive Robotics
(SAR) and smart homes based on the Internet-of-Things (IoT).

SAR describes a class of robots that is at the intersection of
socially interactive robotics, which is focused on socially engaging
and stimulating the user through social and nonphysical interac-
tion, and assistive robotics, whose aim is to overcome their users’
physical limitations by helping them in daily activities (such as
getting out of bed, brushing their teeth, or walking) [4]. SAR
robots are designed to be used in a variety of settings including
clinics, nursing, and private homes.

However, despite the growing attention devoted to this field,
the use of SARs in elderly care is not completely ascertained.


https://doi.org/10.1016/j.robot.2022.104346
https://www.elsevier.com/locate/robot
http://www.elsevier.com/locate/robot
http://crossmark.crossref.org/dialog/?doi=10.1016/j.robot.2022.104346&domain=pdf
mailto:matteo.luperto@unimi.it
https://doi.org/10.1016/j.robot.2022.104346

M. Luperto, J. Monroy, F.-A. Moreno et al.

Indeed, besides the elderly’s lack of familiarity with technology,
the mismatch between needs and solutions offered by the use
of robots is considered as a key obstacle for SAR adoption [5,6].
Although most of modern robots have on-board sensing, com-
puting, and communication capabilities, which make them able
to execute complex tasks autonomously, these skills are often
not enough to fulfill the requirements imposed by complex and
unpredictable environments such as house apartments. The lack
of trust and the safety concerns that arise in the elder user as
a consequence of the robot’s fragile autonomy have a negative
impact on SARs’ acceptance [7].

Smart homes are defined as ubiquitous computing applications
that enable remote monitoring and home automation. To enhance
the safety and wellbeing of its inhabitants, the house has to be-
come intelligent with the use of environmental sensors and smart
objects. Smart objects are characterized by processing power,
pervasive connectivity, and the capability of detecting changes
occurring in the environment. The IoT is a technological approach
that leverages on the ability of smart objects and sensors to
communicate with each other to build networks of things [8].

Therefore, through home-based continuous monitoring of the
user, [oT-based smart homes have the potential to foster comfort,
enhance safety, and provide healthcare prevention and monitor-
ing to their inhabitants. Notwithstanding the disruptive potential
of IoT technologies, collecting good, usable, and reliable data
from an uncontrolled environment (e.g., a private home) to ex-
tract valid health-related indicators remains challenging [9]. As a
consequence, the need of obtaining valid and reliable data from
IoT-based smart home platforms becomes crucial.

The limitations that affect both SAR and IoT-based smart
homes are amplified by the fact that such systems are, generally,
designed to work in unsupervised and uncontrolled settings for
prolonged periods of time like days, weeks, or months. However,
as described in [10], a continuous autonomy, efficiency, safety,
usability, and robustness of a mobile service robot for a long
period of time in a house/apartment could be particularly difficult
to obtain, as such environments are not specially adapted for the
robot’s presence. At the same time, to perform longitudinal data
analysis for the extraction of valid health-related indicators, the
monitoring system should be able to continuously collect reliable
series of data for the same period of time.

In this framework, the creation of an Internet of Robotics
Things (IoRT) [11,12] based on the interplay between pervasive
smart objects and autonomous robotic systems is claimed to
enable the creation of innovative services conceived for assisting
the final user, especially in elderly care. The synergy between IoT
and robotics was conceived to offer robustness, reconfiguration,
heterogeneity, and scalability, by bringing a strong added value
to both the current SAR and IoT technologies.

In this work, we present a method to create synergy and
exploit the integration between the IoT system and the robot to
increase the performance and effectiveness of both and to provide
long-term support to the older adult, by following and extending
the concept of mutual care, a concept based on the social dy-
namics of mutual-aid. This paradigm suggests that robots, which
ask users for help to overcome their limitations, will support the
users’ perception of having a beneficial relationship (with the
robot) based on mutuality [13]. This idea is similar to the “sym-
biotic relationship” concept defined in [14], where it is discussed
how not only the robot could assist the user, but also the user
could help the robot in performing some tasks that the robot
is not able to perform (for example due to physical limitations,
as in the presence of an obstacle, or for a failure in the robot
perception, as in the case of a lost robot localization).

We propose to extend the concept of mutual care to all of
the actors of our system, by creating a mutual-aid actor-network,
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Fig. 1. The overview of the interaction between all actors of our system.

where each one of the components benefits of the interaction
with the others. In this way, by exploiting the synergies among
different actors, we not only allow them to fulfill their individual
tasks in a more efficient way, but we increase the overall effec-
tiveness and reliability of the entire system. Within this network,
and following the mutual care concept, the role of the users is
particularly important as they are endowed with the dual role of
both being monitored and assisted and of supporting the whole
system by performing those tasks that cannot be carried on by
the system itself in autonomy (as an example in case of technical
failure). In a sense, and as can be seen from the diagram of Fig. 1,
the user is in the center of the mutual-aid actor-network, which
is developed around them. This architecture results in multiple
benefits. On the one hand, the robot can use the heterogeneous
network of smart objects and sensors just like its own sensors,
thus obtaining a wider perception-horizon compared to local on-
board sensing, in terms of space, time, and type of information.
On the other hand, the robot’s social component and interaction
with the human user can be leveraged to facilitate and foster
the collection of usable, and reliable data through IoT technolo-
gies distributed in the smart home environment. The interaction
among all actors is coordinated by a cloud-based virtual agent
that acts as a Virtual Caregiver.

To show how such an [oRT framework can be achieved, and
to experimentally evaluate its benefits, we focus on a case-study
of an IoRT system specifically designed for elderly care. This
system, developed within the MoveCare [15] H2020 project, is
designed to work autonomously in a complex and uncontrolled
environment as the apartment of an older adult living alone for a
long-term period and without the direct presence of a technician
or a researcher. The case-study, described in Sections 3 and 4,
allows us to discuss current limitations of SAR and loT-based
monitoring platforms and to evaluate how an integrated IoRT
framework can be used to overcome them, ultimately moving
a step towards a robust real-world deployment. In Section 5
we evaluate the advantages of the proposed framework both in
controlled experiments and within long-term pilot experiments
with real users.

The main contribution of this work are three:

e we analyze the strength and limitations of IoT and SARs
within a home-based AAL setting;

e we propose a novel framework where the interplay between
the IoT system, the robot, and the user can overcome such
limitations by both assisting and being assisted by each one
of the other components. We show how it can be achieved
in a case-study;

e we demonstrate, in an extensive long-term on-the-field trial
with end users, the main advantages of our [oRT framework.

This contribution stems from the H2020 project MoveCare [15],
which involved the development of a multi-purpose platform for
elderly care. In this work, we focus on two of the components
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such platform, namely the IoT system and the SAR, and on the
interplay between them and the user. We refer the reader to
the work of [16] for a comprehensive description of the robotic
platform and its performance, and to [17] for a description of the
entire platform developed during the project, as these results are
beyond the scope of this work.

2. Related works

An exhaustive review of previous work exploring the benefits
of assistive robots in elderly care can be found in [18], where a
functional distinction is outlined between service robots, aiming
at helping users in daily activities as the one discussed here, and
companion robots, targeting the psychological well-being of their
owners.

The review highlights a trend that leverages assistive robots
for health care interventions [19] within the residential living
environment. Examples of these include works like [20], which
proposed the use of a half-bust robot to assist the cognitively-
impaired older adults during mealtime, or [21], in which an
info-terminal robot was used to provide useful information and
reminders to the residents of a care home. As a general re-
sult, most of the proposed solutions have proved effective in
enhancing the well-being of older adults users interacting with
robots.

In its turn, long-term autonomy (LTA) of assistive mobile
robots is a challenging and still unexplored research topic, due
to the unpredictability of potential failure causes of the robot
and of the potential situations in which it may find itself [22].
The functionality required by such robots is often investigated
with structured interviews, as in [23,6,24], but a few works have
actually deployed such robots for real-world evaluation. Recent
works like [25] have done a remarkable effort in LTA, by deploy-
ing an autonomous social robot for several weeks in settings like
an assisted living facility.

Despite the established benefits of using assistive robots in
the context of residential living, the ultimate goal should be the
deployment of robotic assistants to the user's home for remote
health monitoring functionalities. To answer this need, the inte-
gration of robots in ambient assisted living (AAL) environments
has been proposed in works such as [26,27] or [28], where a tele-
operated mobile robot was deployed to the older adult’s home,
together with a network of sensors, to achieve the monitoring
of daily-life activities. However, the integration between AAL and
robots discussed in such works and in works such as [11,12] is
more focused to show its potential application than presenting a
detailed use case of actual implementation in a real-world sce-
nario. In our work, we provide long-term real-world data about
the benefits of such a system.

A system similar to ours can be found in the series of works
about the CompanionAble and SERROGA projects [29,30], which
presented performance results of long-term tests in private apart-
ments, similar to those planned for our pilot phase. In a following
work of the same group, presented at [31] and developed within
the project SYMPARTNER showed the results obtained in a 20-
weeks field study with 20 older adults (1 week for each partici-
pant). Finally, in [32] preliminary results of the field trial of the
MORPHIA project are presented, which lasted a few weeks and
where a SAR is used in integration with a tablet, also assessing the
performance of the platform on the field. Another recent service
robot focused on fall detection and that offers other services such
as reminders and entertainment suggestions is described in [33-
36]. A robot and an experimental evaluation similar to ours was
performed by the EnrichMe project [37,38], during which SARs
were tested within the house of 10 older adults for 10 weeks to
investigate their acceptability. Differently from ours, the main ob-
jective of this project was to investigate tools and functionalities
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that are needed for the assistance of users at home. The main
differences with respect to our approach lie in the integration
of the robot with IoT-based user monitoring, in providing new
functionalities, in the extent and the number of robots used, and
in the duration for tests with end-users.

A system composed of an assistive robot designed to provide
reminders and supported by a cloud infrastructure is shown
in [39]. Similarly to our work, the robot was integrated with
a smart house and used environmental sensors to estimate the
user’s location to provide notifications to the user. In our work,
we proposed a deeper integration between the IoT monitoring
system and the robot. Moreover, they presented a simplified
implemented scenario to show the feasibility of the system com-
ponents over a cloud infrastructure to accomplish a reminder
service. In our work, the integration with the IoT system of the
SAR, enabled us to deploy our system in a real-world setting for
a longer period of multiple weeks, in full autonomy and with a
deeper interplay between the components.

The core functionalities of a system with an architecture sim-
ilar to the one proposed here, that integrates a service robot, a
home sensor network, a body sensor network, a mobile device,
cloud servers, and remote caregivers are presented in [40]. Differ-
ently from us, results obtained in [40] are achieved in a controlled
lab test-bed (similarly, in [39], the same authors present a proof
of concept of the system, while we present a fully working sys-
tem). Moreover, the goal of such a work is more shifted towards
the evaluation of the performance of clinical data monitoring to
detect ADLs.

Within the field of AAL, several works have proposed IoT-
based smart homes for elderly care, such as the CASAS [41]
project, which provided a non-invasive assistive home environ-
ment for dementia patients, and the Elite care [42] project, which
developed an assisted living facility equipped with a variety of
sensors to monitor meaningful indicators for the elderly, such as
time spent in bed and body-weight. Among them, some works
investigated the use of smart-home monitoring to perform early
detection of early stages of mild cognitive impairment, as [43,44],
and the detection of signs of frailty [45]. However, to the best of
our knowledge, no other works have investigated the integration
of assistive robots with monitoring frameworks for the detection
of early signs of cognitive decline in the long-term.

3. Our proposed approach

This section presents the case-study of a system that inte-
grates IoT-based monitoring system and a SAR, as described in
Section 1. This system is specifically designed to monitor and
assist a specific category of users, pre-frail older adults who live
alone and that are still independent in their daily life, and that is
focused on an objective, namely on the detection of signs of the
frailty syndrome [46].

The term “frailty” encompasses a set of vulnerabilities typi-
cally conveyed by a cognitive and physical decline in older people.
These vulnerabilities concur in amplifying the risks of major
diseases, hindering the capabilities of independent living, and
increasing the need for assisted living services or hospitalization.
Frailty symptoms have been shown to be correlated to three
or more warnings related to weight loss, weakness, exhaustion,
slow gait, and reduced physical activity [47]. Pre-frailty refers to
those subjects that are at high risk of progressing into frailty. De-
spite being subject to such vulnerabilities, independently-living
older adults are a category of subjects relatively healthy and able
to successfully interact with the technologies provided by AAL
platforms.

Within this framework, the IoT-based monitoring system, de-
scribed in Section 3.1, is used to monitor the activities of daily
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Table 1

List of sensors composing the IoT-based monitoring framework. The periodicity
indicates the frequency upon a certain measure should be obtained to have a
reliable data.

Component Type Monitoring data Periodicity

PIR sensors passive User presence/ADL continuous
Door sensor passive User presence/ADL continuous
Smart power plug passive ADL continuous
Couch/Bed IMU passive sleeping /ADL continuous
Weight scale active  weight gain/loss daily

Smart ball active  maximum grip strength weekly

Smart insoles active  gait patterns whenever used
Smart pen active  tremor, handwriting features whenever used

living (ADL) performed by the older adult to detect signs of frailty,
enhance safety, and provide healthcare prevention without using
wearable devices but only environmental sensors.

The role of the Socially Assistive Robot (SAR) [4], described in
Section 3.2, is to (i) stimulate the user to perform an activity, (ii)
provide a set of functionalities to both the user and the other
components of the system, and (iii) support the older adult in
case of an emergency (help).

While the details and implementation of all the components
of our system have a specific target, namely the detection of
frailty in older adults, the proposed architecture integrating an
IoT platform and a SAR could serve as a suitable deployment for
different assistive settings. As a consequence, the strengths and
limitations of the two modules, and the advantages of building
an IoRT-integrated system can be generalized to other domains
of SARs and IoT-based AAL.

3.1. The loT-based monitoring system

The IoT-based monitoring system is designed to collect, within
the own house of the user, data of interest that can be correlated
to signs of frailty [47]. The detection of these signs requires con-
tinuous monitoring of functions known to undergo alterations as
a consequence of physical and cognitive decline. The monitoring
system is designed to be both pervasive, to collect all the events
of interest, and unobtrusive, not to interfere with the user’s daily
life. The choice of sensors and IoT architecture is motivated by
such needs.

The monitoring system is composed of a central unity, a con-
centrator which provides connectivity to all components and
ensures data consistency, a passive-sensors network deployed in-
side the house, and a set of sensorized smart objects that require
the interaction of the users. An overview of the various sensors
is reported in Table 1, as well as the periodicity required for each
measure to be taken.

We provide here a description of the IoT framework, while fur-
ther details and motivation behind the choice and development of
the monitoring framework can be found in [15], as those details
are beyond the aim of this work.

The concentrator is a low-power computer, customized with
a Wi-Fi router and external modules for BlueTooth Low Energy
(BLE) and ZigBee - for the sensor network communication - and
4G connectivity. Its role is to receive, to format, and to pre-
process sensor data, before transferring them to a cloud server
(via MQTT protocol). It also stores relevant information for the
system’s setup (e.g., the map of the environment).

A passive-sensors network is installed in the house to detect the
user’s presence (room location) and activity during the day. The
sensor network comprises: (i) ZigBee passive-infrared sensors
(PIR), with optimized placement to cover each room; (ii) a ZigBee
contact sensor on the main entrance door, to detect the user
entering/exiting the house; (iii) a ZigBee power-plug for each
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television, to monitor the use of the TV; (iv) BLE IMUs (Inertial
Measurements Unit) placed under the bed mattress and under
the sofa, to detect the user sleeping/resting behavior. For privacy
reasons, the user is provided with a remote control that disables
data collection.

The last component of the sensor network consists of a set
of smart microphones that are installed in the house to detect
predefined commands (e.g., asking the robot to come or go away)
and, most importantly, to provide assistance to the user in case of
emergency. Microphones are placed in several rooms, so that any
user’s utterance can be detected from at least one of them (this
requires, on average, two/three microphones for an apartment of
three/four rooms).

An important component of the IoT monitoring platform is a
set of four sensorized smart objects, crucial to monitor relevant
indicators connected to frailty. These objects collect data about
the user’s behavior only when they are actively used by the
participant. The first object is a weight-scale that is connected
through BLE to the concentrator and is used to monitor changes in
the user’s weight. The user’s maximal grip strength (an important
factor of frailty) is monitored through a smart sensorized anti-
stress ball [48]. The ball is used as a control input for a digital
game played on the television, which guides the older adult
to exert the maximal force, thus guaranteeing the reliability of
the measure. The third object is a pair of smart insoles, to be
placed inside the user’s shoes. Smart insoles collect relevant gait
indicators while the user walks outdoors, since data collection
is automatically activated when the user exits the house [49].
Finally, a smart ink-pen - enriched with motion and force sen-
sors, and storage and communication capabilities - is used to
transparently monitor the user’s handwriting, which represents
an effective marker to detect physical and cognitive age-related
alterations [50].

For a full list of the monitoring functionalities of the system,
please refer to [17].

3.1.1. IoT limitations

Although the current IoT-based system was designed together
with technical and clinical experts, it still suffers from the lim-
itations that inherently characterize every IoT-based monitor-
ing system with a similar architecture [3] when deployed in
an uncontrolled environments, such as the user’s private house.
More precisely, in these types uncontrolled environments, the
continuous collection of good and reliable data to extract valid
health-related indicators remains a challenge in terms of data
availability and reliability.

Data availability regards the fact that the system should be put
in the condition to effectively collect this data. However, a sensor
network composed of several different objects in an uncontrolled
scenario could be exposed to environmental conditions that can
ultimately result in a lack of (some of the) data. Smart objects
data should be regularly collected on a daily or weekly basis for
longitudinal analysis [48]. The availability of a measurement may
be prevented by several unexpected conditions which are beyond
the control of the system; examples of that are the case when the
older adult does not use the object, the older adult uses the object
with a lower frequency than required, a sensor is moved outside
the communication range, a sensor is obstructed by an obstacle,
or a sensor is out of power.

In principle, the system can be equipped with the ability
to detect missing data; however, the exact cause for a missing
measurement cannot be identified and, most importantly, the
system has a limited capacity to undertake a fix.

Data reliability regards the fact that often measurements
should be performed following a prescribed protocol, and in a
controlled condition. Over a time span of multiple weeks, mea-
surements could be subject to oscillations and even to abrupt
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changes. However, in the same time span, events that are outside
the control of the system, such as a friend or a child relative
of the older adult visiting them and trying some functionalities
and objects of the system, could happen. The system should
distinguish between anomalous readings that are due to a mal-
functioning or an anomalous event, from the genuine changes
in the measured phenomena that may be due to the deterio-
ration of the older adult’s psycho-physical condition. Moreover,
oscillations in measurements do arise because of natural intra-
subject variability. However, these oscillations may also be due
to the fact that the user is not strictly following a prescribed
protocol that is needed in order to obtain a reliable measure.
As an example, the measurements collected by the daily use of
a weight scale performed in the same conditions (e.g., before
breakfast and with no clothes) can be affected by changes of
such conditions. However, these different situations cannot be
controlled by the sensors themselves.

In Section 4 we show how the use of a SAR could be an
enabling technology to reduce such limitations and to provide
more robust and effective monitoring of older adults living alone.

3.2, The robotic platform

The mobile robot platform that we used in our case-study,
Giraff-X, was developed within the MoveCare project, starting
from the telepresence robot Giraff, a robotic platform progres-
sively developed for HRI with older adults for Ambient Assisted
Living (AAL) and used in EXCITE [51,52], FP7 (GiraffPlus [28]).
The Giraff-X is equipped with a set of vision and time-of-flight
sensors, as well as with an additional GPU, to perform long-
term, autonomous navigation within the older adults’ houses. An
image of the Giraff-X robot can be seen in Fig. 2. The hardware
specification of the robot, i.e.,, a human-sized differential-drive
robot equipped with RGB or RGB-D camera and a laser range
scanner, as well as its main functionalities, are common to other
robotic platforms used for AAL, such as [35,38,31,32,25]. For this
reason, the strengths and limitations of our SAR platform itself are
general to those of similar platforms. For a full description of the
robot software and hardware architecture, please refer to [16].

3.2.1. Robot functionalities

The core capability of the robot is to move autonomously in
a house to search and interact with the user via speech. At the
same time, the robot should be able to maintain its operational
state. At setup time, the robot navigates inside the house creating
a 2D map. This map is annotated with the positions of the sensors
and of the rooms. To improve navigation across narrow spaces, a
navigation assistant has been developed [53] that detects prob-
lematic areas in the environment and automatically generates
a set of auxiliary navigation waypoints. The locations that the
robot should reach during operation are defined as nodes in a
topological map of the environment (see Fig. 3). Such nodes
are manually placed on the map at installation time in relevant
destination points and represent all the positions where the robot
can navigate to interact with the user. While moving from one
node to another, the robot can execute any trajectory, according
to its path planner. Note that some rooms will not contain a node
(e.g., hallways), as the robot will not perform any activity there,
while others will have more than one if they present more than
one interesting position (e.g., at the two sides of a table).

To interact with the user, the robot is equipped with a vision-
based module to detect the user’s position, and to safely approach
them attending to obstacles and proxemic rules. HRI is performed
through a multi-modal interaction system composed of voice and
visual interfaces, as well as two action buttons to get user feed-
back. The main communication modality of the robot is through
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Fig. 3. Example of a topological map built upon the robot-generated occupancy
grid-map of a real apartment. Each room is designated with one topologi-
cal node, while multiple navigational nodes may be used according to the
dimensions and furniture present in it.
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speech (both by speaking and listening to the users’ answers).
The communication of the robot with the other components
is by sending and receiving messages and commands through
MAQTT. Finally, a vision-based navigation procedure has also been
implemented to perform autonomous docking [54].

3.2.2. Robot interventions

The robot, as the main actuator of the system, is able to per-
form a set of interventions upon request. During normal operation,
Giraff-X awaits at the docking station. When an intervention
is requested, the robot undocks (if necessary) and then starts
searching for the user by navigating to the expected user location.
If the user is not found there, it performs a search over the whole
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Fig. 4. Pictures of different apartments where the Giraff-X robot was installed. As can be seen, different flooring types, cluttered areas, and narrow doorways are

common in these environments, making autonomous navigation a challenging task.

house. Once the user is found, the robot approaches and interacts
with the user to perform the target intervention, provides the
user’s response to the system, and returns to the docking station
if no other interventions are planned.

The interventions required by the system are triggered accord-
ing to a schedule or knowledge inferred from the data collected
by our platform. They are conveyed as reminders, where the user
is asked to perform a task (e.g., measure their weight for moni-
toring), or invitations, which inform the user about the possibility
to perform an activity such as going out for a walk. The robot
can also perform more complex interactions with the user, as
explained in [55]. Moreover, the user can directly trigger the
robot by asking for the help service, where the user calls for help
and the robot finds them, confirms the emergency, and estab-
lishes a communication with the caregiver, who can subsequently
activate a video call or even take remote control of the robot.
More details about the robot’s role in this scenario are provided
in Section 5.

Finally, the robot can maintain a proper autonomy level with
battery management, performing auto-docking if it has been idle
for a long time or its battery level is critical. For a full list of
the robot interventions and more details of their implementation,
which are beyond the scope of this work, please refer to [17,16].

3.2.3. SAR limitations

One of the biggest challenges of developing a truly autonomous
assistive robot is to ensure long-term robustness and reliabil-
ity [ 16]. Apartments are particularly challenging environments, as
can be seen in Fig. 4, and are dynamic (e.g., people moving, day-
night changes, moving obstacles and furniture), hence leading
the robot to react to changing task conditions through time.
Moreover, due to the presence of narrow passages (e.g., doorways
— see Fig. 3), the robot might find difficulties operating within the
environment, even incurring in navigation failures. Despite the
fact that ad-hoc navigation techniques such as [53] can increase
the robustness of the robot navigation, a long-term deployment
of multiple weeks inside such a challenging setting could result
in several situations where the robot needs to be recovered as
it is blocked by an obstacle, is unable to compute a feasible
path to return safely to the docking station, or it has lost its
localization [25]. In principle, the robot could ask the user for
help, or signal the issue to a technician, similarly to what has been
done in [25]. However, repeated robot failures may jeopardize the
overall effectiveness of the entire system, as it results in lower
acceptability, ultimately leading to the rejection of the whole
system by the user.

In the following, we show how the integration of IoT-based
monitoring data can increase the robustness of a SAR towards a
long-term application in actual AAL frameworks.

4. Integrated platform

In this section, we present the integration between the IoT-
based monitoring system and the Giraff-X SAR through an ex-
ternal component that collects the data provided by both actors,
analyzes them, and coordinates the system in order to react ap-
propriately. This integrative component, a digital actor denoted as
Virtual Caregiver (VC), is a cloud-based reasoning-system, which
stores and processes all data collected by all physical actors,
overseeing and coordinating all the components of the system.

The VC infers activities beneficial for the user from gathered
data [56], as well as the most appropriate timing to carry them
out. In this sense, activities can be promoted or initiated directly
by the MoveCare framework. The VC is responsible for tuning the
frequency and timing of these interventions, in order to find a
good balance between their effectiveness and their acceptabil-
ity [57]. The VC is also in charge of collecting all the information
obtained through monitoring, which is performed at different
levels of granularity. If monitoring data is missing, or additional
data is needed, the VC can consequently suggest to the user to
perform an activity whose output is used to collect the required
monitoring data. Requests from the VC are provided to the user
by the robot in the form of interventions through dedicated MQTT
messages. The robot executes them, and reports the results of
their execution back to the VC, who acts accordingly. The deci-
sion on which intervention to perform and when, is left to the
VC, which is also responsible to handle unexpected situations
(e.g., the user leaves the house while the robot is performing an
intervention and therefore must reschedule it).

Next, we detail the impact of this framework on the two main
actors, that is, the mobile robot and the monitoring system.

4.1. Impact on the robot LT-autonomy and performance

The mutual-aid care-network can greatly improve the robot
capability to effectively perform complex tasks, and improve its
long-term autonomy. Concretely, we make use of the environ-
mental knowledge that is collected through the IoT network for
monitoring purposes and later processed by the VC. There are two
main factors that impact the robot’s long term autonomy, namely
augmented knowledge and functional decentralization.

Augmented Knowledge. Thanks to the data collected from
the loT-based monitoring system the robot can augment its per-
ception capability by using the data obtained by the distributed
sensor network that covers the entire environment. More pre-
cisely, the VC collects all the data received from PIR sensors,
pressure sensors on bed and couch, and door sensors. Then, it
provides to the robot a real-time estimated position of the user
at home. The benefits of this augmented knowledge are mainly
three:
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1. Efficiency: the robot becomes more efficient by executing
its tasks in a shorter amount of time. As the expected user
location is continuously being reported [56], upon a new
intervention the robot can go directly to the expected user
location without doing a full search of the entire environ-
ment. Moreover, it must be noticed that a robot that is able
to promptly locate the user without doing a full-search of
the environment notably improves its expected usefulness
from the user perspective, as it could be perceived as more
responsive and intelligent, thus increasing its acceptability.
Similarly, upon the scenario where an intervention is trig-
gered while the user is not at home, it will prevent the
unwanted event of the robot moving inside the apartment
without user consent.

2. Robustness: in general, the robot executes interventions
by traveling a significantly shorter path as it knows the
expected user location. This also reduces the overall time
spent navigating, thus limiting the risk of the robot facing
complex situations with high chances of navigation fail-
ures [58]. Moreover, the robot can respond properly under
the likely situation in which the user is moving between
different rooms while the robot is trying to perform the
intervention. Despite its sensing capabilities, it is likely that
the robot, relying only on its own sensors, will lose track
of the user at some point.

3. Functionality: additional and more complex tasks can be
included to the robot functionalities enabled by the use of
the monitoring data. For example, the robot can answer to
a user’s request received by a smart microphone like “come
here” or “help”.

Functional Decentralization. The proposed system architec-
ture, with the robot as the main actuator and the VC as its
Al, enables a light-weight robot architecture. The latter implies
that reasoning about the daily schedule of the robot, about the
user location, or about the reactions upon the user’s actions are
delegated to an external entity, the VC. This allows the robot
to employ all its computational capacity to the vital tasks of
autonomous navigation, obstacle avoidance, self-localization, and
user interaction, increasing their robustness and, consequently,
improving the robot autonomy. The latter is in line with the
recent trends in cloud robotics [59,60] as on-board computa-
tion entails additional power requirements which may reduce
operating duration and constrain robot mobility.

4.2. Impact on the IoT monitoring system

In this section, we show how the presence and the interaction
of a socially assistive mobile robot can be used as an enabling
technology for increasing control, availability, and reliability of
the collected data. In this sense, the robot is used as a support
mechanism for the IoT-monitoring system. Next, we highlight
three scenarios of this collaboration, where it must be noticed
that the embodiment of the robot for such tasks remarkably
increases the effectiveness when compared to other HCI method-
ologies [61] that can be used to establish a direct channel from
the loT-based system to the user.

Mutual Care. Thanks to the elements in the proposed sys-
tem, a mutual care relationship is created between the user,
the monitoring system and the robot. In this way, the system
can encourage the user of taking care of its functionalities, ul-
timately increasing its capabilities to take care of the user by
monitoring them. This is performed by using the robot to perform
reminders, asking the user to carry out small maintenance tasks
(e.g., recharge a smart object, change the battery of a sensor)
or using the shoes with smart insoles when going out. Those
reminders are scheduled and triggered by the VC with the goal
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to improve the data collected and also to tackle issues that may
compromise the availability of monitoring data. Examples of this
type of intervention provided by the robot for our case-study are
reported in Table 2 with the label MC. Finally, it must be noticed
that the mutual care relationship is also extended to the robot
itself. That is, the robot can directly request for help to the user
in case of localization or locomotion issues.

Proactive Monitoring. Proactive behavior involves creating
and controlling a context, rather than just reacting to events. In
this context the system can take initiatives, by exploiting the
robot, to gather monitoring data more efficiently and stimulate
the user. This scenario is particularly useful when smart objects
are involved (e.g., the sensorized smart pen, the smart ball, or the
weight scale), as the system selectively asks the older adult to use
an object whose monitoring data have not been acquired in the
last period of time or to enforce the collection of periodic data on
a daily or weekly basis.

Examples of the interventions provided by the robot are re-
ported in Table 2 with the label PM.

Anomaly Detection and Data Reliability. All the monitor-
ing data are properly recorded and analyzed in order to infer
meaningful trends about the user. In this process, data integrity
and validity is also checked to detect anomalies. For example,
if an external person uses the weight scale (as in the case of
friends or relatives visiting the older adult), it will likely trigger
an anomalous reading. The system reacts to unexpected read-
ings by asking the user to perform an additional measurement.
Within this framework, the robot is the one in charge of politely
requesting the older adult to repeat the measurement given the
system has detected an anomaly. Moreover, the robot can suggest
the user to perform a measurement following a correct protocol
with timely interventions (e.g., by asking the users to perform
a weight measurement after the system detects they woke up).
It is important to notice that this human-robot interaction is
very positive as users feel that the system is really taking care of
them, notably improving acceptability of the whole framework.
Examples of interventions provided by the robot are reported in
Table 2 with the label AD.

5. Experimental evaluation

This section evaluates the mutual benefits that result from
the integration of an IoT-based monitoring system with an au-
tonomous SAR by conducting several real-world experiments.

Three scenarios are presented: (i) a controlled lab environ-
ment, designed to measure the performance of the system quan-
titatively, (ii) a real apartment within an assisted living facil-
ity, allowing us to assess the robustness of our framework un-
der the sources of uncertainty that are linked to such envi-
ronments [10], (iii) a long-term deployment of the proposed
system corresponding to a pilot experiment of the H2020 project
MoveCare.

All experiments have been performed using the Giraff-X robot
in the configuration described in Section 3.2.

5.1. Exp. 1: Quantitative evaluation under a controlled setup

This experiment compares a system where the mobile robot
is integrated with the IoT-monitoring network (SAR+IoT) to an-
other one where the robot does not exploit such an integration
(SAR). Reliability, robustness and performance are analyzed in
both scenarios to evaluate the differences and draw conclusions.

The working scenario is a controlled laboratory environment
within the premises of the University of Malaga. It is composed
of an open space where a 4-room apartment (three rooms con-
nected to a main hallway) is recreated. Furniture was used to
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Table 2
Examples of the interventions performed by the robot in order to support the monitoring data.
Event An object is out of battery
MC Intervention The robot asks the user to recharge the battery

Result The user recharges the battery
Event An object/sensor is not providing data
MC Intervention The robot asks the user to check the object/sensor
Result The user fixes the issue or calls a technician
Event The user has not placed a smart object in its charging station
MC Intervention The robot asks the user to put the object in the correct position
Result The user fixes the issue or calls a technician
Event The robot cannot move
MC Intervention The robot asks the for support
Result The user brings the robot to the docking station or calls a technician
Event The system needs a measurements obtained from a smart object
PM Intervention The robot suggests the older adult to use the smart object
Result Data are collected and analyzed by the system
Event The system needs a daily/weekly measure from a sensor/object
PM Intervention The robot reminds the user to use the object
Result Data are collected and analyzed by the system
Event The system has no recent data on outdoor activities
PM Intervention The robot suggests the user to go out for a walk using smart insoles
Result Data are collected and analyzed by the system
Event The system needs data about maximum grip force
PM Intervention The robot suggests to play a game with the smart ball
Result Data are collected and analyzed by the system
Event An anomalous reading is collected from a sensor/object
AD Intervention The robot suggests to take again the measurement
Result Data are collected and analyzed by the system
Event A sensor provides anomalous readings
AD Intervention The robot suggests to check the sensor and take the reading
Result The user fixes the issue or calls a technician
Event A changing trend is detected in a sensor signal
AD Intervention The robot suggests to check the sensor and repeat the reading
Result The system detects a measurement change and acts accordingly
Event A measurement should be obtaining following a prescribed protocol
AD Intervention The robot reminds the user to follow the protocol with a timely int.
Result The user performs the measurements correctly

MC stands for Mutual Care, PM for Proactive Monitoring and AD for Anomaly Detection.

Fig. 5. The map of the simulated 4-rooms apartment were tests were performed
inside an open-space lab. The red sign indicates the location of the docking
station, while entrance to different rooms area highlighted in red.

divide the different rooms so that the robot was not able to
perceive elements in one room from the others. The map made by
the robot and the layout of the corresponding rooms used for the
experiment can be seen in Fig. 5. Three PIR sensors, one for each
room, were installed and, for each test, the robot started from its
docking station, which is represented by a red battery symbol.
The testing functionality used for this experiment is “search
for the user”, a standard type of intervention that the robot is
designed to perform during its operational activity and which is
at the core of all interactions between the robot and the user.
In the SAR+IoT setting, the robot is continuously being notified

(by the VC) about the expected user location, inferred from the
IoT data. Conversely, in the SAR configuration the robot has to
search for the user visiting all the rooms following a predefined
search pattern. For the current experiment, the search order was
to start searching for the user in Room 2, then move to Room 3,
and finally moving into Room 1. Two scenarios are analyzed next.
First, we consider the scenario where the user does not change its
location during the duration of the robot intervention (the search
process), and then we account for a likely situation where the
user moves inside the apartment during the search.

5.1.1. Exp 1a: Searching for a static user

This experiment captures the operative case where the robot
searches for an user that is not moving around, like for example
when watching the television on the sofa or cooking in the
kitchen. Fig. 6 shows the paths followed by the mobile robot dur-
ing this experiment for a total of 15 runs for each configuration,
that is with and without integration between the mobile robot
and the IoT monitoring system. A manikin sitting on a chair was
used to embody the user, while its location was changed across
different runs as follows: in the first 5 runs the dummy was at
Room 1, in the second 5 runs at Room 2, and in the last 5 runs at
Room 3.

Table 3 (first row) summarizes the results of this illustrative
experiment, reporting the mean =+ the standard deviation of the
time employed by the robot to locate and approach the user and
the total navigated distance, as well as the success rate. As it
can be seen, given the simplicity of the experiment, the success
rate rises to 100% both in the SAR setting where the robot only
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Table 3
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Results of Exp. 1 - controlled lab environment - where the mobile robot is commanded to search for the user. The first row depicts the results when the user was
standing at a fixed location for the duration of the search, while the second row shows the results when the user is moving between different locations. t is the
time required by the robot to fulfill the tasks, d the distance traveled by the robot, and SR represents the success rate (if the robot was able to identify and approach
the user). The gain column indicates the speed-up % in time and distance traveled by the robot.

SAR SAR+IoT gain
t (s) d (m) SR (%) t (s) d (m) SR (%) t (%) d (%)
Exp. 1a: User Static in a Room 145.96 +71.48 13.88 £6.55 100% 58.39 + 14.15 6.02 +2.53 100% 60.00 56.68
Exp. 1b: User Moving Between Rooms 291.68 +9.65 23.62+1.13 0% 88.61 £ 45.65 5.87+2.73 100% 69.00 75.12
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Fig. 6. Paths executed by the mobile robot during Exp. 1a (15 runs). (a) the robot operates only with the information provided by its on-board sensors, and (b)
when it is aware of the user location beforehand thanks to its integration with the IoT monitoring system.

Fig. 7. Schema of Exp. 1b: The user moves from Room 1 (in green) to Room 2
(in red) while being approached by the mobile robot. The robot (starting from
the blue point) has to identify and approach the user while this moves across
different rooms.

relies on its own data, and in the SAR+IoT where it has access to
lIoT-based data. However, a clear increase in the performance can
be appreciated when making use of the loT-based data (i.e., the
estimated user location), saving about the 60% of the required
time and traveling half of the distance when compared to the
SAR scenario. Moreover, the standard deviations of both distance
and time required are lower when using the IoT-based data. The
latter can be interpreted as an improvement in robustness and
reliability of the system, being more consistent across different
runs.

A similar conclusion can be reached concerning the trajecto-
ries performed by the robot during the search and approach to
the user (see Fig. 6). The SAR+IoT configuration exhibits more
direct and shorter paths towards the user, reducing the set of
potentially problematic movements [53] like traversing doors or
narrow spaces, and therefore improving the overall robustness of
the system and in particular of the mobile robot.

5.1.2. Exp. 1b: Searching for a user moving across different rooms

In this second test, we consider a more challenging scenario
where the robot is commanded to search for a user who is moving
across the different rooms of the apartment (e.g., the user is doing
the dishes and, at some point, goes to the living room to rest
on the sofa). The robot requires a few seconds to identify and
approach to the user, yet we assume that the user is not waiting
for the robot to perform the action but keeps moving at their
will. Eventually, the user will be at its target location, and only
then the robot will be able to fulfill its task. Consequently, in
this experiment we force the robot to search for the user across
different rooms; if the user is identified but the approaching
action is not completed, the robot resumes the search.

We created this scenario as follows: the user starts the test
in Room 1, and after fifteen seconds they starts walking towards
Room 2 where they will remain till the end of the experiment
(i.e., upon being detected and approached by the mobile robot).
Fig. 7 shows a schema of this experiment. For this experiment we
carried out five repetitions for SAR and SAR+IoT, respectively.

Fig. 8 depicts the paths executed by the mobile robot during
this experiment, while a quantitative comparison is provided in
Table 3 (second row). As it can be seen, for the SAR configuration
the success rate drops considerably, with a Success Rate (SR) that
drops to 0%. The reason is that, under this setup, the robot follows
a predefined search path (Rooms 2-1-3) which is opposite to the
user movement (Rooms 1-2). We stress that the latter does not
avoid the robot detecting the user while moving, but in all such
cases it was unable to perform the approaching action in time as
such an action requires the user to be in a static position for a few
seconds. Upon losing the user, the robot resumes the search but
does not restart it, that is, it does not re-visit a previously visited
room, leading to failure. More importantly, during all the five
runs the robot performed a full-search of the entire apartment
before declaring that it could not find the user. The latter required
large execution time and traveled distance. On the contrary, when
using loT-based knowledge (SAR+IoT) the robot starts traveling
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Fig. 8. Paths followed by the mobile robot during Exp. 1b (5 runs). (a) the robot
operates only with the information provided by its on-board sensors, and (b)
when it is aware of the user location thanks to its integration with the IoT
monitoring system.

towards Room 1, but as soon as the user moves and triggers the
PIR sensor on Room 2, the robot also changes its goal and corrects
the trajectory (see Fig. 8(b)). Again, in many runs the robot was
able to detect the user while moving across rooms but, as the user
did not stop, the approaching action was unsuccessful and the
robot had to resume the search until it finds the users. Eventually,
the robot identified the user successfully in all SAR+IoT runs.

The sharp difference in SR during Exp. 1b is the fact that the
robot in the SAR+IoT condition was able to observe the user’s be-
havior even when the user was in another room, hence obtaining
the time to promptly react to their actions and approach them
after a detection. Conversely, the robot in the SAR-condition was
always a few steps behind each user’s action.

These results demonstrate how the use of the IoT-based
knowledge enables the mobile robot to perform a complex task
that, either could not be fulfilled or would take a very long
time. Overall, the differences between both configurations are
significant, both in time and traveled distance. This is really
important when considering the limited power resources of a
mobile robot, notably degrading its operational time and harming
the functional capability towards the user.

Finally, it must be emphasized that better robot performance
provides positive side effects by increasing its acceptability in
the long term. The user perceives that the overall system is
working properly and it minimizes the interference with their
daily activities, also avoiding critical behavior such as the robot
moving inside the house when the user is not present.

5.2. Exp. 2: On-the-field test of a critical intervention

This experiment aims to assess the ability of the proposed
framework to perform one of the most critical services provided,
namely to support the user in case of an emergency situation [62,
63]. More concretely, the scenario entails a request for help from
the user which is carried out through microphones installed in
the environment. Upon such a request, the system immediately
sends the robot to search for the user in order to confirm the
request for help and avoid false positives. When the user is
found, the robot interacts with the user [64] employing voice
communication to confirm the request. Either the user confirms,
or they does not respond at all (i.e., they could be unconscious
or in a location not accessible for the robot as in the bathroom)
the system continues with the request contacting a list of pre-
defined caregivers through a phone call. Caregivers are enabled
to remotely control the robot through a teleoperation session,
so that they can use the robot to assess and handle the emer-
gency situation. In this scenario, the integration between the
IoT-based monitoring system and the mobile robot is particularly
important as it first enables the robot to detect the emergency
request even if the user is in a different room than the robot and,
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Fig. 9. (top) Picture of the Giraff-X mobile robot deployed in a real apartment
during a call-for-help intervention. (bottom-left) The occupancy gridmap gen-
erated by the robot for navigation and (bottom-right) the floor plan of the
apartment. Beds are displayed in yellow, the kitchen in orange, the table in green
and the sofa in blue. Other furniture is highlighted in gray. The docking station
is represented with a red symbol and doors are represented by red squares.

most importantly, to promptly react in this potentially critical
situation.

Tests were performed in an apartment inside the Assisted
Living Facility of Servimayor, Losar de la Vera, Extremadura, in
Spain. The apartment is composed of three rooms (an office, a
living room with a sofa and a small kitchen, and a bedroom)
plus a bathroom, which was closed during the experiment and
not used for privacy reasons. Two PIR sensors were placed in the
living room, one in the bedroom, and one in the office. Pressure
sensors were placed on the couch and under the beds, while a
door sensor was used to detect the event of users entering/exiting
the premises. Two microphones were installed, one covering the
bedroom, while the other one covered the living room and the
office. Fig. 9 shows a picture of the apartment together with a
schematic view of the rooms and the occupancy map built by the
robot.

The call for help functionality was tested 10 times, changing
the user location along the repetitions. In the first 5 runs the user
was located in the living room, sitting at the kitchen table, on the
armchair, lying on the sofa, standing against the main door, and
lying on the ground, respectively. In the last 5 runs the user was
located in the bedroom, sitting at the first bed, at the second bed,
standing between the first and the second bed, standing behind
both bed, and lying on the floor, respectively.

The robot successfully detected and approached the user in
all the tests, employing and averaged time of 96.20 4+ 24.68 s
(under 2 minutes in all runs). This time represents the interval
from the starting of the request for help (when the microphone
detects the user request) till the confirmation of the user, that
is, after the robot has identified and approached them, asked for
confirmation, processed correctly the spoken reply, and provided
also a voice feedback to the user.

These results demonstrate the maturity of the system when
facing a critical intervention in a real environment, and underline
the importance of integrating the monitoring system with the
robot in order to improve its efficiency and reliability, these are
fundamental aspects when the safety and the security of elders
could be at stake.
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Table 4
List of weight measurements for each user during the Movecare Pilot.
Users
01 02 03 04 05 06 07 08 09
Robot v v v v v X X X X
Weeks 12 15 12 10 12 17 13 10 7
WM 52 22 6 46 9 32 15 6 9
REM 33 29 26 21 34 - - - -

robot indicates if the system installed for that user included the robot or not.
Weeks indicates the total pilot duration for each user. WM indicates the number
of weight measurements performed by the user and REM indicates the amount
interventions performed by the robot to remind the user to perform a weight
measurement.

5.3. Exp. 3: Long-term impact on the IoT monitoring data

This experiment evaluates the impact of integrating a mobile
robot with the IoT monitoring system in real scenarios. The data
presented was gathered during the pilot phases of the MoveCare
project, where the described system was installed inside the
house of 9 older adults participants for a total of about 27 months
combined.

We present here a comparison between two configurations of
the MoveCare framework (which consists of other actors besides
the IoT-based monitoring platform and the mobile robot reported
here, see [15] for more details). The first one only considers the
IoT-based monitoring system (IoT), while the second configura-
tion also includes the Giraff-X mobile robot within the apartment
(SAR+I0T).

Overall, the system was installed inside the apartments of
9 older adults living in Milan (Italy), of which 5 of them in-
cluded the mobile robot. Moreover, 7 of the pilot users lived
in private apartments while the other 2 were living during the
pilot duration in an independent apartment inside an assisted
living facility. Each user, due to their availability, participated
to the study for a different number of days. On average, each
older adult had the system in their apartment for 12 weeks and
robots were functioning, cumulatively, for 400 days inside user’s
apartments. The duration and setting of the experiment for each
user is described in Table 4.

We focus our analysis on the role played by the mobile robot
when obtaining reliable measurements from smart objects: the
smart-ball, the smart-pen, and the weight scale. Discussion and
evaluation of the validity and use of monitoring data for detection
of frailty signs are beyond the scope of this paper and are dis-
cussed in [17]. Table 4 summarizes the number of times the users
measured their weight during the pilot for both configurations,
IoT and SAR+IoT. As it can be seen, the system was able, on
average, to collect more measures for the user with a robot (53 +
39) in comparison to those without it (31 4= 20). Not only the
robot encourages the users to actively use the smart objects on a
regular basis, but also informs them (Reminders) in case incorrect
values are measured or when the users failed to comply with the
agreed protocol (i.e., to measure their weight in the morning after
getting up), suggesting them to repeat the measurement.

A particular case is User-03 (with robot). This user performed
only 6 weight measurements during a 12 weeks period. Yet, the
robot reminded the user several times to perform the weight
measurement, a situation that lead the user to signal to the
technicians a possible fault on the weight scale, as the user was
trying to perform the weight measurements as requested by the
robot, but without success. Thanks to this, we discovered that the
weight scale installed at the house of User-03 was faulty, and
needed to be replaced. However, due to the lock down in place for
the COVID-19 pandemic, this was not possible and, consequently
we were not able to collect weight measurements for that user. (If
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Fig. 10. Average number days of use of the smart-ball and smart-pen smart
objects for pilot users with robot and without robot.

we consider User-03 as an outlier, the average of WM performed
by users with robot is of 65 (o = 36)). A similar event happened
to User-05. This user was performing regularly weight measure-
ments also following the protocol and, consequently, received few
reminders from the robot. After a few weeks, an update on the
firmware of a component (concentrator) caused an issue with the
BLE connectivity, which ultimately resulted in a malfunctioning
in the weight scale. The system consequently performed daily
interventions due to missing data. The user signaled the issue
to technicians, which were able to remotely detect the problem
and fix it. Despite the aforementioned problem, we indicate this
use case as a good example of the positive effect of a mobile
robot integrated with an IoT-based monitoring system, as we
were finally able to detect and fix anomalies in the monitoring
platform.

Similarly, Fig. 10 shows the boxplot corresponding to the
number of times older adults with and without robot used the
smart-ball and the smart-pen, respectively. These plots demon-
strate the great impact of a mobile robot to encourage users to
actively use smart objects (and consequently to gather health
monitoring data). It can be seen how only older adults with the
robot used the sensorized objects on a regular basis. This is due to
the timely and appropriate reminders given by the mobile robot
cohabiting with them, something that seems to be remarkably
relevant for long time deployments. It must be stressed that on
apartments where no robot was installed, the system was still
able to send notifications to the user through a tablet to suggest
the use of sensorized objects [57]. However, the embodiment of
the robot [61] resulted into more effective actions. These results
show how the role of the mobile robot is particularly important
within an AAL framework, as it can provide a method to interact
with the user (through embodiment) and to trigger a specific
action.

5.4. Exp. 4: Long-term autonomy of the SAR

This section evaluates the performance of the proposed system
to provide interventions and reminders to users in a real scenario.
The data presented here correspond to the same pilot study
described in Section 5.3 and are used to evaluate the ability of
the proposed system to guarantee robustness and high perfor-
mance to a long-term deployment of a SAR into a complex and
uncontrolled environment.
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Table 5

Robotics and Autonomous Systems 161 (2023) 104346

Performance of the robots in the pilot described in Section 5.3 for providing reminders to five users inside their

own houses during a time of 12 weeks each.

Intervention outcome Description # SR (%) # SR(%)
Performed with success 494 89.49

User found User approach issues 32 5.80 535 96.92
HRI issues 9 1.63

User not found 17 3.1 17 3.1
System offline 31 4.69°

Intervention not performed Emergency button pressed 15 223 109 16.49°
User outdoor 63 9.53¢

?Data are relative to all interventions requested by the system.

We present here the performance of the SAR in searching,
identifying, approaching, and interacting with the users during a
period of 12 weeks. Data are gathered for User-[01-05], which, as
listed in Table 4, were those with the Giraff-X SAR. In the 40%
of the interventions considered, the robot required an answer
from the user (as yes/no). In the other interventions, considered,
the robot approached the users and talked to them without
requiring any answer. We do not report results obtained with
other interventions and functionalities performed by the robot
(described in Section 3.2), as those are beyond the scope of this
work and are discussed in [17,16].

Overall, the system requested the robots to perform 661 re-
minders; the robots attempted to perform 552 of them while, for
the rest, the robots did not performed any intervention as either
the robot emergency-button was pressed, the system was turned
off by the user, or the user was outdoor. Note that the system
does not trigger any intervention when the user is not at home,
but users may leave the house after an intervention is scheduled
but not executed. In that settings, the system reacts and the robot
prevents the execution of the intervention. A summary of the
interventions performed is reported in Table 5 and in Fig. 11. It
can be seen how the robot was able to correctly identify the user
in the 96.92% of the interventions. However, in a subset of those,
the robot was not able to complete the intervention due to HRI
issues (the robot was not able to understand the user’s answer) or
due to issues while approaching the user (e.g., due to an obstacle
that prevented the robot to reach a position close enough to the
user). On average, the robot was able to perform interventions
that (did not) required any answer from the user in 272s (1465s).

These results are particularly relevant as they show that the
proposed system was able to obtain stable performances during
a long-term deployment of several months into cluttered envi-
ronments as those reported in Fig. 4. Despite the difficulty of a
long-term deployment in an uncontrolled and dynamic setting,
robots, with the help of IoT sensors, were almost always able to
identify the users (even under complex situations where users
were moving across different rooms). The few failures when
identifying the users were due to navigation or localization errors,
or due to a failed search procedure.

6. Conclusions

In this paper, we presented a system that stems from the
integration of an autonomous mobile robot with an IoT-based
monitoring system to provide persistent monitoring, assistance,
and stimulation to older adults living alone in their own houses
within an AAL framework. The synergy between IoT and a Socially
Assistive Robot was conceived to offer Long-Term Autonomy, per-
formance, and reliability by bringing a strong added value to both
the current SAR and IoT technologies. The experimental evalua-
tion performed both in controlled settings and, most importantly,
in 9 real-world apartments where the system was operating
autonomously for 12 weeks each showed how the proposed

12

Success

User Approach Issues
HRI Issues

User Not Found
System Offline
Emergency Button
User Outdoor

User Found

Not Performed

\

User Not Found

Fig. 11. Visualization of the performance of the robot in providing interventions
to the user in real-world apartments during a time span of 12 weeks. The
proposed system was able to identify the user inside the apartment in most
of the cases (in green) and only in 17 cases the robot was not able to identify
the user (red). Some interventions scheduled by the system were not performed
as the user disabled the system or was detected as outdoor by the IoT sensors
(blue). Full results are reported in Table 5.

framework could provide robust long-term monitoring and assis-
tance to older adults living alone. Results show how the proposed
system was able to increase availability, reliability, and qual-
ity of monitoring data collected by the IoT monitoring system,
while also allow to detect and resolve anomalies and technical
faults. The robustness and efficiency of SAR, thanks to the use of
IoT-based data, allowed us to achieve long-term efficiency and
autonomy in uncontrolled and changing environments.
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